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Then the third approxlman'on to the ) _/2
n
between x; and X2:
on.
X

f(b)

L= 28 T .

This method is simple but slowly convergent. We have to repeated above
procedure till two successive values coincide upto 3 places of decimal.
ILLUSTRATIVE EXAMPLES
Example 1.1. Find a root of the equation f (x) = & -2x-1=0, using
the bisection method.
Sol. Given, @) = 8 -2x—-1
f0) =0-0-1=-1(-ve)
f(1) = 8-2-1=5(+ve)
Since f(0) is —ve and f (1) is +ve, a root lies between 0 and 1

First Approximation
Let a=0b=1
_a+tb_0+1
=S = =035
) = £(05)

805)° - 2(05) - 1

1-1~1=o %
= The root lies between (.5 il 1<0(-ve)

n

Second Approximation
X = M\xl _1+05
2 =5 =075
/&) = f075)

P —

Numen‘calAnalyai, 3

= 8(075)° - 2(0.75) - |
: =3375-25=
=> The root lies between (- 5 and 0.7 0-875>0 (+ve)
Third Approximation

% = 112 _05+075
2 2
f(x) = £(0-625)

8(0-625)° - 2(0625) - 1

1953 - 2.25 =-0.297 =

=> The root lies between 0-625 and 0-75 e
Fourth Approximation

=0625

]

Btx  075+0625

P A

-—— e -

2 2
fxg) = £(0-688)

= 8(0-688)° - 2(0-688) — 1
' = 2-6053-2:376 =0-2293 > 0 (+ve)

= The root lies between 0-625 and 0-688

Fifth Approximation

e < B3t%_0625+0688

g = —

2 2

fxs) = £(0:657)

8(0-657)° - 2(0-657) — 1
= 2:2687 - 2-314 =— 0:0453 < 0 (—ve)

=> The root lies between 0-657 and 0-688

=0-657

Sixth Approximation \
Xy +x
xg = 42 s=0688;-0-657=0.673
f(xg) = f£(0-673)

8(0-673)° - 2(0-673) - 1

= 2:4386 —2:346 = 0-0926 > 0 (+ve)
=> The root lies between 0-673 and 0-657
Seventh Approximation

X5 +Xs 0657 +0-673 _
X3 = 2 = 2 =0-665
fx) = £(0:665)

8(0-665)° - 2(0-665) - 1
= 23526 - 1:33 — 1 =0:0226 > 0 (+ve)

= The root lies between 0:665 and 0-657

ed
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4 Applied Mathematics (Second)
Eighth Approximation xg+ X7 _ 0657 +0:665 _ 1,661
g T ""2" = 2
) = £(0-661)
g (-\s) e f(
- 8(066)° -2 (0~6161) -1
=2 - | 322=
: ggigi ~2.322=-001 16 < 0.(-ve)
— The root lies between 0-665 and 0-661
i dmation A
Ninth Approx: Xp+Xg 0-665 + 0:661 —
xq = 2 - g ————

- 8(0:663)° -2 (0:663) - 1

= 2.3315 - 2326 = 0-0055 (+ve)
— The root lies between 0-663 and 0-661
Tenth Approximation

Xg + X9 . 0-661 +0-663 _ 0662

X10 = 2 9
flxyg) = F(0662)
= 8(0-662)° -2 (0-662) — 1

= 232094 — 1.324 — 1 =-0-00306 (—ve)

Therefore, from xg and x;, the root is 0-66
Thus, the approximate root is 0-66

= Example 1.2. Find a root of the equation X —4x-9=0, using bisection

method in seven stages.
Sol. Let f@) =x-4x-9
f)y=1-4-9=- 12 (-ve)
(@)= 8-8-9=-9(-ve)
fB) = 21-12-9=6 (+ve)

Since f(2) is —ve and f (3) is +Ve, aroot lies between 2 and 3.

First Approximation

Let, a=2b=3
- 243

o Bt b
fy) = f(25)

= (25 -4025) -9
. . = 15625 -
= Therefore, the roo lies between 2:5 and 3

—

10~-9=_ 3.375 (-ve)

*

_ NumtrleuMnalysic 5
Second A Pproximation
Y. 257‘*2 =275
f(x) = f(2.75)
275)° - 4275)- 9

= 20796911 -9 =
= Therefore, the root lies between 2929 andl;.'/sg M o
Third Approximation
- 25+275
o
f(x) = £(2625)

= (2625 - 42.625)- 9

= 18-0879 - 10-5 -9 = - 14121 (~ve)
= Therefore, the root lies between 2.75 and 2-625
Fourth Approximation

275 +2-625
x4 = 2
fxg) = £(2:6875)

= (2:6875)° - 4(2.6875) -9

= 194109 - 1075 - 9 =— 0-3391 (-ve)
= Therefore, the root lies between 2-75 and 2-6875
Fifth Approximation

X3

2:625

=2:6875

275 + 2-6875
XS = T
fxs) = f(2:71875)
= (2:71875)° - 4(2-71875) -9
= 20-0959 - 10-875 — 9 = 0-2209 (+ve)
= Therefore, the root lies between 2:6875 and 2-71875
Sixth Approximation

=2-T1875

=2-7031

"6 =
fx) = £(2:7031)
= (27031)° - 4(2:7031) - 9
= 19:7509 - 10:8124 - 9 = - 0:0615 (-ve)
= Therefore, the root lies between 2:71875 and 2.7031
Seventh Approximation

2-6875 + 2-71875
2

el 2.718752+ 2:7031 _ 27109
Therefore, the root lies between 2:7031 and 2-7109
Hence, the root is 2:70 approximately.
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o = -3 Sixth Approximation
Sol. Let f(l’ - ’-38-‘0‘28172 (-ve) v—
Now 719 = 1 56! - 3=372253 (4ve)
;0 (1) ae o apposite Sgns, 0 at Ieast one oot of the g
*Ml‘l‘s
a= l,b=l-5
e 5. l+21~5=1_25
flx) = £(1:25)
= (125) P -3=13629 (tve)
!hmedmhesbetmlahdl% :
Second Approximation
» = l+21-25___1.125
&) = f(1-125)
-(1125) 1125-3=0'46 .
n: rot s eeen 1 and 1125 e
; 141125
= =10625
f(‘s) = £(1-0625)
. § ’(1‘0525)e g =
" The requireg 3=0-0744 (+ve)
/"""l--:...m‘wwszs .'
Ll
Byw S s
750 = 110315,

~3=-010779 (-ve)

ki ‘—;! J_ i
' 125
I S ll_..gd'r

bt 03125) 103125
n | 7T
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l)” "C,,Eol V1= 0

e
-3 +..‘+(_ l)nncuﬁﬂylto
66 . 7 L N - .
e "o i)y =0 (iv)
[ E,.—wl+ (%) o (e 9 . s
L i "nca)vn—Z ired equations for two missing
eyt cn- ) are two uired values.
Yo+l tion (i!l) a a‘ions we get
e o these O LR ATIVE . molation formula, find th
| ] interpo :
values. On solving “JL.US;R RS foﬂ"‘”d interp
AL Using
Examp 5. : 10
for &8s
yalue @ ‘f 4 6; 16 L 40 (abulated 2
£ ard differences 4 o 2 Ay
Sol. The forw Ay /”f‘,_y/——
ol =
3 | :
4 \ 2
| 3
: 0
: 5
8 3
8
8
10 16
Here x=5%=4y=Lh=2
=2
Since P
5-4
=7 =05
Now by the Newton forward interpolation formula
s o=l o, pp-1)(P-2) 3
% = WP S — —— Aot
= +2(05)+05 025' -1 X3+ 05£05 3 12 (05 L 22 «0
' 3!
=1+1-0375+0
P
Emnplzzz “ Ans.
g 12, Usin N s
f(1:85), if 8 Newton's Mierpolation formula, find the value of
¥o17 g
Y: 5474 Ggsp 62‘? QR o sypo i)
Sol. 2 686 7_3 .
The difference table is folloys :89 8166 o005 9974

~%

[

Finite Differences 67

|+ =fo| & | Ay | Ay | aY | &% | A%
17 | 5474 = .
0-576
18 | 6050 0:06
0-636 0-007
19 6686 0067 0
0-703 0-007 0-181
2:0 7-389 0074 0-181 - 1.082
0777 0-188 - 0901
1-039 -0-532
22 9-205 -0-27
0-769
23 9974
Given, x = 185, xy=17,h=0-1
*=Xx 185=-117
P="g enm
Now by the Newton’s forward interpolation formula
=B) 22 ~D@-=2) 3
P yo+pAyo+p(p2! La yo+%A Yo
pp-1)@-2)@-3) 4
+ 2 Ayg+-..
. - 0-06
= 5474+ 15X 0576+ Ls—’%—
2 1-5x0-5 % (;'0-5) x 0-007 +0

e 1-5 x 0:5 X (= 0:3) X (= 1-3) X (= 2-5) x 0-181
5t

J1s % 0:5 X (= 0:5) X (= 1-5)

x (= 2:5) X (= 3:5) x (= 1-082)
6!
= 5.474 + 0-864 + 0:0225 - 0-0004375 — 0-002121 - 0-007396
y=f(185) = 6-350546 . ; Ans.
* Example 2.13. The population ef a town in the decennial census was as
given below, Estimate the population for the year 1895.

921 1931
Year x 1891 1901 1911 1
Population y 46 66 8 93 101
(In thousands)
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72 Applied Mathematics (Second)

Given, x =84, x,=90,y,=304,h =10
_X~X_84-90
£, alte) Bl Q
Since x = 84 is near the end of the table, we use Newtop'g backward
interpolation formula,

p+1) 2. PR+ (p+2
Y = Vn +pV)’n + L(Bz! ) v Int _K3)T(p\)v3 p
(=0:6) (=06+1)
= 304 + (- 0:6) (28) + &2 - X240
= 304 - 16:8 - 0-24
£(84) = 28696 Ans.

Example 2.19. The population of a country in the decennial census were
as under. Estimate the population for the year 1975.

Year x o 1941 1951 1961 1971 1981
Population y 3 46 67 83 95 102
(In Lakhs)
Sol. The difference table is :
X | y Vy sz V3y V4y
1941 | 46
i 21
1951 | 67 ar
f 16 1
1961 : 83 -4 -2
5 12 -1
1971 . 95 -5
| | .
1981 | 102 |
Given, x = 1975,x,=1981,y,=102, h=10
X=X, 1975-1981
P w210 alict

By Newton’s backward interpolation formula

+1) 2 pp+1)(p+2) _3
)vn+pVyn+2£%2V Y+ 3 Vay, ke

y:

102 + (- 0-6) x 7 + = 0:0) (; 06+1) ¢ (ss)

L (=06) (- 0-6; DE06+2) )
L (=06) =06+ D(C06+2)(=06+3) o

24 ‘

—— |

Finite Differences 73

]

102 - 42 + 06 + 0056 + 0-0672
98.5232 ' Ans,
Example 2,20, Apply Newton's backward interpolation formula to rhe.
data below, to obtain a polynomial of degree four in x and evaluate f(5).
¥ / Z 3 4 5
y? / -1 1 -1 /
Hence, evaluate yforx=35.
Sol. The difference table is,

*‘—: 1’ vy 1 vy
2
3 | - N
; I 16
4 |
| f
5 | ‘

Given,x, =5,y =1,h=1

PN =]
P==F =7 ==3
By Newton’s backward interpolation formula,

— il
= st oV, +EBED g2, | pp+ DgeDige,

+ 1 1p+2) +3
L2 |+(x_5)(2)| x—5 x—=S+1 ()

+E=D@E=S+ D x-5+2
(®)

3!
+E=NE-5+DE-5+2 xX—5+3
4! (16)

F+2x-~ - 2
10+ 2(x 5)(x—4)+§(x-5) x-9 (x—3)

n

-
+§(.t—5)(x-4)(.\'—3)(.r—.:)
=11 — 2 4
+2x~10+2x —lax+40+5(x3- 12t2+47x—60)

+ 20t 1 s 2
3O -1 £ 70 - sap 129
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- 74 Appluduathema““ -
- 2;‘—&’+”’ =

y=3 100
-8¢ *'3_" = S6x+3

llowing data:
Jollow®8 T 1o 11

100 2 56x+3l

ynomial is Y= =f(x) = —-x

/)

The pol
(5) -8(5)° +120

ll'

At.r=5-
= l

12 13
y: 023967 031788  0-35209
- 48 x = %

Sol. Taking the origin at xo = 12, h=landp= p

028060

Now the difference table is given below :

(5) *56x5+3'

Example 2.21. Apply Stirling’s formula to compute Yi22 ﬁomA:,:'

14

0-38368

X

e [ v | & [ &% | A%

10

11

12

13

14

-2 | 023967

0-04093
-1 0-28060 - 000365 | .
003728 0-0005
0 0-31788 - 000307 e
003421 :
1| 035200 - 0:00262 e
003159

‘ 2 038368

= 0-00013

Atx=122 p=*"%0_122-)3
h SET e

By the Stirling’s formula, we know that

= A)’_ +A 2
q y””{#yo%&ﬁ L2 -1) lA3y.| +A’y-z}
247y, el
: 2

3!
2, 2
L2 -1
88+ 0.2 { 03728 + 0.0342; }
2

2

A4y_2 +..

2
+ Q25 0.00307

24

(__

0-00013)

l'

Ay

T

031788 + 0-007149 — 0-0000614 — 0-000016 + 0-0000002

Finite Differences 75

Ans.

= (-324952
Example 2.22. From the following table, find the value of log 337-5 by
Stirling formula :
X 310 320 330
log 9 x 24913617 25051500 2-5185139
X 340 350 360
log 19 x 2:5314789 2-5440680 2-5563025
Sol. Taking 330 as the origin and 10 as the unit.
xo = 330,x=3375,h=10
337-5-330 _ "3
P B35 wpt0 05 = Sh VS
The difference table is as under :
x ! P ' y Ay A% l A%y f A% Ady
310 (- 224913617
0-0137883
320 |- 1(2-5051500 —0-0004244
0-0133639 0-0000255
330| 0 (2-5185139 - 0-0003989 —25%10~7
0-0129650 0-000023 8% 107
340 | 1 (2-5314789 —0-0003759 -17x% 1077
0-0125891 0-0000213
350 2 [2:5440680 — 00003546
0-0122345
360 | 3 |2:5563025
- |

By Stirling formula,

Yp =)'0+P( >

Ay, + Ay_]]

2 2 3 3
+Sah, +2EoD) (M}

! 2
T 4 A4—"—2 k
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o the the derivative of a function 4
ltisn\eprw““’f“'“dm

: 2 Vi) Toeomputcg
. “g‘mwofvahws(xpyl dt'we
wmlﬁl@‘d"ﬂmdxm

.o y=f(x) by the best inncrpol.ating polynomial
first 'w:: ﬁ mﬁmﬂ;{mﬁn many times as we d‘?“m- The choice of
';:?t(&polatim formula to be used, will depend on the assigned value of x g
which%isdsired

Ifmevalmofxmequi.spmduﬂ% e car s bogi sl

of the table, we employ Newton's forward formula. If it is required near the end of
the table, we use Newton's backward formula. For value near the middle of the

mhl;%imlcuhmdbymmsofStirling'sfamula.
If the values of x are not equi-spaced, we use Newton’s divided

difference formula to represent the function.
Hence comespondin - i
:ilv"f“"mhfﬁEMing ﬂi;‘;:’:v:f the interpolation formulae, we can
Mbchwm‘sfm?:" 's Forward Difference Formula : We know
interpolation formula is :
P B p0--2) s
Dﬁm‘ﬁngmw“ . 3! yo vew ane
&, oy 14000 @) with respect to p, we have
e ATl S il I .
. = 4 31 Ayp+... (i)
mp:T,Mmiai
Now & _ dy dp
= ol 1
““4ag
4 |
“ % Ayo+2$A2y°+3 “op+2 4
3! A)’o
+ 3*l 2. N
a m+4mm
(92)
MA_

L o

[

‘Oineqmﬁon(m'),wegq
dy 1 A A 4 L
(dx h Ayy-—2, 2N ﬂ,,,ﬂ 1.6
x=1x 3 4 5 ‘65y0+... .(iv)
Differentiating equation (iii) again with 01, vogi
fy _ d(d)dp
a  dp|dx)dx
=4 (dy) 1
dp|dx| h
14 -1 .2 i
4’ - 18’ + 296
+ 2 - A‘yo+...
Fy 1 6" - 1%
;21 = ? A2y0+(p-l)A3yo+ :2 +“A‘y0+... ~(v)
Putting p = 0 in equation (v), we get
Vs 1.2 3 1.4 S5 1376 :
(;x% = ;z- AyOOAy0+leyo‘sAy°+lwAYQ--- (Vi)
X=X "
Similarly,
3 3.9 =
(2313 = h_ls[A3,o-iA‘yo+:A Yo+ - - (vii)
dx o,
and so on.
Alternative Method : We know that
ehD =E=1+A
D = log(1+4)
Az 3 A‘
RD = A-_2_+T— 4
2 A3 ¢
1|, A" A _A @)
Dzi[—2+3 ‘+...] (‘
Multiply by ¥ both sides of equation (i), we get .
dy _[Ay__&*é-‘!-é-!«b...]
Dy = x%h 27Ty &
Atx=X |
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Numerical Differentiation and Integration 95

94 Applied Mathematics (Second) ; 4
o | e 1.3 1 1
1 L a0y« dadd wdad & — [Vy VS Py 4Ty 42
(%) = -E[Ayo—‘iA yo+3A}’o 4Ayo+...] (dx o, h L) In 3 In 4 yn+5V’y,,+ (iii)
/X =Xo ’ £ st
U ain, differentiatin tion (ii) wi
Now by equation (), Ag dz g equation (ii) with respect to x, we have
\ A2 ad At dy _d(dy\_d(dy\dp_1 d(dy
D? = ;? A_?+?_T+"' diz de\de| dp|de|dx h dp | dx
[ 7
2 _ 11,2 .3, 1la4adiys S v +@+6 b +5p il we |V
O = ?[A -A"+ le —6A e ---(ii) h2_ In 3] v3yn+ 12 v‘yn+' (iv)
Multiply by y both sides of equation (ii), we get Putting p =0, we get
dy_1[p 1 5 &y Lig2, o3, ot Sos 13706
Dzy =—y=—[Ay—A3y+—A4 a=oAd = =IVytVy+ Vut ZVy,+ Y+ eef(¥)
RU=02 y VR o 2 2 12 6 180
a* h 12 6 dx o, h™L
P Similarly,
dy L2, .30 et ws &£ 13 .3 :
= —|A%p— = —2 A5 ay B = (Vi)
{dle_ hz[ Yo—A%yp+ l2A Yo 6A Yo+ ] [dx3 7 v }',.+2V4yn+
=X, X=X,
Slrmlarly;3 Alternative Method : We know that,e'hD=I-V=E"
ay 2 1L 3ey 3.4 7%, —hD = log(1-V)
= —|ad,-2 L A5y _
(¢3l=x hg[ Yo 2Ayo+4Ay0 ] 2 P
312 Derivatives Using Newt, —hD =~V gty T
: ves g Newton’s Backward Difference F :
know that by Newton’s backward interpolation formula is it 72 v v :l
pp+1) 1 B R LS (1)
= y,.+pVy,,+ 2.:-1 sz"+M32'£&21v3yn+"m.(i) D = h|:v+ 2 - 3 + 4
where p =~ ‘h *n | Squaring both sides of equation (i), we get
ifferentiat : i g N R
Differentiating both sides of equation (1) with respect to p, we have D= 2 Veg+3 % +]i
iil - 2£+l 2 3 2 . -
dp ~ Vot 2! +V>’n+‘L+;&2V3}'..+... D? = _l_rv2+v3+-;—1‘,v“+%v’+...] «(i1)
! * =
Sincep=x_x0,therefore4£—l » ion (ii), we
h dx  h Multiply by y both sides of equation (“);l get L
Now & _ 4y dp_dy 1 1 L oye> P+
R [ %%} Dly =?_V2Y+V3’+12 2
g e | & 1 2 Atx=x.p=0
ds = ﬁ[v”"" o Ve terag | $ - hillla
= 3! n | é e v5+v3y+—v‘y+gv’y+...
tx=x,,p=0, hence PULting p = 0 in equatian (i 2 e n»
quation (ii), we get dx fe=x -
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96 Applied Mathematics (Second)
- dy 1 3 los
Similarly, [E =? V’+2V‘+4V I
X=X
313 Derivatives Using Stirling’s Formula : By the stirling formula, we
know that Stirling’s formula is
3 3
Ayg+ Ay | p* .2 oo - 13| Ay + 4%,
3 =-"°"f'![ 2 ]*2!”-"‘ 3 2
2, 2
-1 4 )
+e—(%—5Ay_2+... )
where p=——
h
dy _dy dp_dy 1
Now & “dp d&x"dpk
2_ 1y 8% +a%,|
& _1[Sort] o @Pon [ +ay,

3
+Q%2)-A4y_z+...] (i)
At x = x5, p = 0. Hence, putting p =0, we get
[9] = 1[{%”)’-1} -1]“3’-1 + 8%y,
x=x

dx T h 2 6| 2 )

5 5
1 |Ay,+Ay 5
*+20 — 2 |t (i)

Differentiating equation (ii), with respect to x, we get
Ay_ +A%_ 2_
p == yzl+§” ’A‘y_z+...J

P 2 7 12
FAa ]
il o
Similarly,
(&) 11
4]
ok

Sing ofmqivmmmefm.nmhaehmdw
m‘:‘dinwlmmfmmmfmdiﬁmwbb-ﬂon: )

= x y=f(x) Ay A%y &%
15 3.375
3625
20 7000 3 :
6625 075 |
2.5 13-625 375 ,7
10-375 075
3.0 24-000 45 '
14875 075 |
35 38875 525 t
20-125 |
40 59-000 l

Here, xo = 1-5, yo=3-375, Ayg=3625, A%yy =3, 8755 =075. 85 =0

andh=05,x=15
i-%_15-15_,
' N 05
<. We know that by the first order derivative formala i
1
(%) =f'Gxg) = %[Ayo--zl-Azyo+%A’h‘%A‘h*§"h"--j
5

AR l[m-1m+1ms)-0]
(d’)l-s 03 ik
(%). =f(1-5) = 478 Am
5

We know that by the second order derivative formula
oy - 1[a2, a3, AL 3,8 ]
(:ir’] ) ?[‘”""’lz"‘ gin*
ﬁ
- - (3-075+0)

©3’
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41 INTRODUCTRN i
mmumum«&m«mm
nuthMb‘ﬂMM\hw

e and inded ( ol SO I WHCH SRR TR QU B VaEus

werete valuon f (e indpondon \apaNe. Nt 4 e iRt W DiReca

ot grew oul of differential AU 10 RNVR QU XN R
woements 10 (he hands of & prcooN MaRRMEOCIIE W Jdading with
ot 0550 1 WAL, 80 1H0 SURYNK OF QIRREIR KRN S FNKY
w1 e fe: (e WrEOBt Of GHACOMUIUOUS PANNSSN g
- A diffeence "wmm‘

'Y g
o TSR AR W0 e ot

P Byt 2y =2 ‘
whil “'.tA&.* sl ~.\.\N
o diflce squaion, W)

Al aliinaiive ‘
-~ wMuMWwi\w&ww; 3

mmw,&:‘«wm
ad Rt Nty w2
mw“: o da =y ey, 8
e b A

wmq':“" Bty g

" Y | S @0
fad otat o “m%mw‘&m
e —

s gy - iesne equinion, i
™ w““mm"w;: -

™ 2
YR
o " N
N a:’:‘: “““‘:N? Ilh\\
B T L
LY

Dnffrrence Bguasans 57

401 Nolatlon of Difference Equation : Solution of a difference equation =
an oxpranslon for y, which satisfies the given difference squation.

The general solution of a difference equation is that 1 which the samber
of arhitrary constants i squal to the order of the difference aquation.

A WHMNM(NMMbﬂs““i
abtined from the general solution by giving particular values 10 the constants.
43 LINEAR DIFFERENCE EQUATIONS

A linewr diffarsace equation (s (Nt i WHICR Yy o Vi o 3 0., OOCUF T
(he frat degroa only and are not multiplied together.

A linear difference equation with constant coefficients is of the form

.Vnw"'“l-"nn-l"Wnn-l""’m'm’ W
whete, ), iy ... @, AF6 CONATANLS,

Now we shall deal with linear difference
coefficlants only. Their properties are analogous © ihose of linear differential

equations with vonatant conffiolents.
AL Klementary Properties of Linear Difference Kquations I

“l(“)n “a(“)n e ”,(”) be » ‘m. m‘“w
’uu"b’nn-l’---"%" Wi

then |tx complete solution v
Wy * iy (m) & eyi(m) + b e

where, ¢}, €3 s €, 410 AEDIFARY CONNEANES.
Iy, laa mwmummmummn

equation (1 s
Yo W EY,
mpnu.hmmmmm(cy.)-onmv.u
called the particular M(N-)dwmh‘(i)hohu.hm‘i

equation (1) I
vy * CE+PL

a4 Wﬂ‘nm
Rules nm-mm““mm
having Hght hand side zero.
W\ nmmmhmmw
Yoot =Avy * O where X is a constant.

Rewriting it as

© Wehave .(E] -0
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194 Applied otk S

Which gives
Thus the soluﬂon Of

M 2 ¢ aconstant.

(=M = 0

yn = C.A"

i Now cnsderthe econd aderlnearequation
y”ﬁay"ﬁby. E
which is symbolic form is
(E+aE+by, =0
Its symbolic coefficient equated to zero
E+aE+b =0

is called the auxiliary equation,
Letitsroot be Ay, Ay

Case L. I these roots are real and distinct, then equation (i) i €quivalep

E-A)(E-D)y, = 0 "
o (E-k)(E-d)y, = 0 ((‘;
If'y, satisfies the subsid Ty (i
sty quaion i, ary equation (E - A,) Yn=0, then it wil also
Similaﬂy, if : bl
will alo satgfy eqmﬁt;s:ﬁ‘;sﬁﬂ the subsidiary equation (E-2yy,

It follows thay We can derive

o iy cqun, | TTOEN S0lutions of equation ()

n=0and(E-) ), -
are msmvely' A‘2))’,. - 0

[y

=0, then it
by solving the

-0l
Let €2y, =

Where 2015 8 ney h= (ll)"l,, .(1v)
(A)"+2 €Nt varj
’ W82~ 20 s  Then equay;

gy USRSy On (iv) takes the form
2214, -:)l l'o“)"lnao

or

~\

i)

Difference Equations 125
ie. Azz” =0
Iy = e
where ¢, ¢, are arbitrary constants,
Thus solution of equation (i) becomes

I = (ey e M)
Case II1. If the roots are imaginary, i.e. A, = ¢t + i}, A, = ot = iff then the

solution of equation (i) is

Yo = cylc+ iB)" + ex(or~iB)"
Put o= rcos © and f = rsin 0

= 7" [¢y(cos nB + i sin nB) + c5(cos nd — i sin n6)]

= /" [A; cos nB + A, sin nf]
where Ay, A, are arbitrary constants and

r= ‘f?»«—p",e-m"(g)

(iii) In general, to solve the equation

yn+r+aIYn+r-l+a7)’n+r-2+'"+¢n’n'°
where a’s are constants.

(a) Write the equation in the symbolic form
(E"+aE" '+ +a)y, =0

(b) Write down the auxiliary equation

ie. E'+a|E"l+...+a, =0

(iii)

(iv)

and solve it for E.
(c) Write the solution as follows :
S.No. | Roots of Auxiliary Equation Solution i.e. Complementary Function
(i) |Real and distinct ro0ls| e ()" + (A" +ex(ha)" + ..
Ay
(i) |Tworeal andequalroots | (¢, +em) )" +c5(Ay)" + ...

Three real and equal 00| (¢, +cn +eyn’) ()" + ...
A A g e

A p;air of imaginary roots| /" (c, cos nd + ¢, sin n8)
a+if o= where r= Yo+ and0=nn°l(g)
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136 Appliedllathcmﬁu(Smnd)
1 X
4

= 12‘-2’"__—_
2-74)+10

PL =12 _—1,54"=-6(4)’r

Hence the complete solution is
¥, = @) +ey(8) - 6(4)° Ans)
Example 416, Solve y,, 3=y, + 43, =3.2 + 5.4,
Sol. Given equation in symbolic form is
(E-4E+4)y, = 3.2 +5.4
Its auxiliary equation is
E-4E+4=0
= E-2E-2E+4 =0
=4 (E—Z)(E_Z) =0
= E=22
CF. = (51*02!)2"
and
PL =
3. X
T 2°+5.4%
=3.* 2x 1
o o +5.\.4X
Ez,'w*‘ E2-4E+4
=3_\ 2‘ 1
-2 +5, x
i’(‘;‘z)z 6-16+4"*
=3.2\!l)_2—“2+%.4x

PL = 3,1y p=
Henoethecomplqemluﬁmis Xx~1) 3,541

Yy = (ey+¢ ¥
Example 417, 1765) +3x(x - - B
Sol. Give,,equ;o::’,"‘"q 'ny“”zyl)z' +541 A
(B + 282 sgmsymboﬁcf“mis 4427 My - Oy =32,
Its auxiliary Wmﬁmuif) Y%= 3
53”53-55_6 -
= E+)Ep.

= ErhE-g e,
=

0

6 =0
3=

E ) ‘1.2,_3
CF -
F, = Cl(‘l)"+c ,
2P oy 3)k

and [ PP F—
P+ -5E-6
1
=%
P+212-51-6
-
PL = s 4

Hence the complete solution is
In = c,(-1)"+¢,(2)‘+¢,(—3)‘-4 Ans.
Example 4.18. Solve y,, . ;— 2 c0s 0, ; + = €OS G-
Sol. Given equation in symbolic form is
(B*-2cos0E+1)y, = coson

Its auxiliary equation is
E*-2cosaE+1 =0
E Zcosat‘hcosia—«t
- 2
= cosatisin®

CF. = (1)" [c; cos on +¢; sin @]

cos o

PL = 2 _2Ecasa+l

1 [e"‘«n“"‘)

— —/

S PR+ M] ‘
1 (e‘"’+¢"’]

= _/_———'—‘--—_'——A"
B E"-g,“"-&"‘“+e‘e’“

l-’__,l’—,—gm+——.—l-‘—._e ]
» EL(E-g"")(E—e'“) (E—C‘)(E-G-o)

; = ¢~ in second term, we get
th:e'“inﬁgsmmandb‘ e . _m]

l————-(‘t“+ - r -u)f
=3 E- - @

l[___L—f«- : .*""]

et e = .
= disna|(E-e% (E-e)
=—T_!__ln‘.'u(u-l)_u-io(u-l)]

4isin
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pshamatics S
P i g3
hasl o 1
1 - l‘,z‘l
i I R
&% b 20] ,_[-1 <2
.‘_: 0! '[:‘ l& x_—_[ ].’:[
2 x=§-1 42'”} 2] 12 2 2
-1 o 0 M 0],,[01
| 0-1 9 5 o[ l1o
o 0-1 a

87 HIITIHJCATIQ\'OF.\I.\IR!(?E ;
EAdsgmmmmmwsmmwym
e mumber of colmes of mairix 4 is egual to the number of rows of the matrjy
5 Then e mamicss 4 mnd 5 are s3id © be conformable for the multiplicatiog

AB
i e madipicuion AR, 4 s called the premultiplier and B the pog
malipher

‘”TZKEA'saﬂrhifutb'lxxmdBiiofmdernxP,thmtlﬁr
meibpicaon 48 =Cwill be of order m x p. The (i, &) element C; of the matrix

- - - &
C s chuained by wking ¢ mufmat‘mumnofaanddmmumplymgme

s A=lel, mdB=[5),,
C= [Ci]IXP
whes

G =aﬂbu+aﬂb‘2k"‘a,3b3§+...+a,—.b‘

'g‘ ew |nxp

Matrices 179
Q e ey o
c.l cm P . ...J
L m3 <« C c,
- " mxp

s7.1 Properties of Matrix Multiplication ...o' ;
* Properties of matrix

multiplication are as follows :

() MllrlxMulﬁpﬂcaﬁ.thml I
clear from the following arguments : is not Commutative : This is

(a) WeknowlhatABisonlydeﬁnedwhenmemm columns
is“'“"w‘he““mw°fm“f“3-"wisdeﬁ:umnism°fmyg
BA may also be defined.

Forexample,ifAis4x4mdumnixmdBis4x3mu'xm i

. AB

deﬁnedbUtBAlSDOtdeﬁmdasthenmnberofeolunmsinBisnou:]mlnod:es
number of rows in A. Hence AB # BA. '

(b) If AB and BA are defined, it is not necessary that they are
because the orders of AB and BA may be different. -

For example, if A is a 5 x 4 order matrix and B is a 4 x 5 order matrix,
then the order of AB will be 5x5 where as that of BA will be 4 x 4. Hence
AB#BA.

(c) If AB and BA both are defined and both are of the same order then it
is not necessary that AB = BA, the fact follows from the following example :

Let A= ﬂ‘) §]anda=[g {'
[1x0+2x3 Ix1+2x2]
e AB = 10x0+3x3 0x1+3x2]
_[65s
|96
0x1+1x0 0x2+1x3]
and BA =|341+2x0 3x2+2x3|
_[o 3
=3 12
: 2x2. But
HaeABandBAbothuedeﬁnedandbolhmofmmdu

h“‘Wﬂ!‘ ehnwnsofABandBAuenaethndmABsm.
(d) Bﬁtgmisdounamnthawemmva have AB=BA. In some
m‘ la"l - l-I I I' ) ]
: &t:mammﬁAzimmﬁxMBkﬁnmmdmem
Orderas A, then AI= A=A
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184 Applied Matheme® safbend
s -
-4 0 il
7 -2 =11 8
o1 =17 2 -3 -1
Y 3 -1 all7 -2 -11 8

1)(-2) L)+ LEDHEDETD =D+ 124 (<) g
2(-3)+0(-4)+3(- 11) 2(")+°2+3s

17+14+(=1)7 124 10+(-
27+04+37 22+0043.(-2)
i 1400420 3 DE2C D 3C D+ N4
4 4 4 -7
ABC) = (35 -2 -39 22
31-2-21 U
(AB)C = A(BC) K

A~
~NOo o

la2y2 1
Example 5.25. Find A"~ 4A= 51, ifA=|2 1 2| andI=|0
1%, 1 0

i

11422422 12421422 12+22+21}

g

B

~
i

=

LS

"
[ B 5 B
D —
—_—N o
o —
-
RS

.3.1322*“ 22411422 22+12+2.1
+12 22421412 22+22+1.1

_300

TV 00/

0000 2
ns.

Example 5.26. IfA=[x y 7], B=

Sol.

Hence,

01
Exayxple5.27.lfA-[1 0] andB—[‘. 0

that (A + B =A* + B,

Sol.

Now,

Hence, from equation (i

Matrices 185
ah g x
hb fl,C=|y then find ABC.
g fc z
ah g
=k ydhb f
g fe

= [ax+hy+gz hx+by+fe gx+fy+cil

X
= [ax+hy+gz hx+by+fz gx+fy+eil|y
z

= [(ax+ hy + gdx + (e + by + fo)y + (gx + fy + €92
= [axz+by2+czz+ﬂnxy+2ﬁz+2w] Ans.

G i:| where i# =— 1, then prove

on-[p 30
S R A
PN A

A _l—f’ l_g] [ ] =0
5l ok oo o

2[5 oo o

A2+ B L(l, ?]*r[(l, ?]

1 '(2) g] (i)

)and (ii) we see that
(A+B) = A3 +B? Proved

)
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~ matrivA-
.mArn#Md” y, 4 ;
Sol. Given, ; .5 x
r_[45
o 450 8
Ta1].[45
E A+Ar= 5 sJ"'[l 8]
{ T_ [4+4 145
A+A = 5+1 8+8
8 6
A*Ar= : 16]
: 8 6
wea)' = g 16] |
(A +AN = A+AT [From equation (i)]
Ihu,Ai-Arbsymdﬁcmtm. Proved
Example5.41. IfA= [4 ::] thanprovethar(A -A )tsskewsymem*
when AT xstbebmsposeoffbeMnxA. ; | ]
“G]'m A = 2 3. : : 3
ST las
T _[2 4]
Hhs 3
A2 3'_[2 4]
45135
A-AT _[2-2 34
.‘4-3 5‘5
A-4T [0 -1 ]
_l o] (i)
A-a [ oy

. o A=AY = cpa-Ah

T ™
Hence, A - A mknaymmcma; 3
Example 542, Express the matrix A-[l ;
9
symmetric and skew-symmetric matrix. )
685
Sol. Given, " A=14123
Lo ld
:6 49
and A =8 27]|
ERn | s
:u:&u,&gfs.g-' o
A+A =4 23
TR |
12
12
14
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Answers | 4 -2 15 6 <18
i [-2-5 4 ()| 0 -3
1 -2 1 10 o

cos@ -sinQ 7. 0.3
sinx  cosx o
S.12 INVERSE MATRIX (RECIPROCAL OF A MATRIX)

Let A be a square matrix of order 7. Then the

: matri
n, if it exists, such that X B of the same order

AB = =
BA=1I, (i)

is called the ““inverse of A** or “reciprocal of A”* and is denoted bya™

- - B - A_l
Similarly, by virture of equation (j),

Bie. We can say that 4 is the inverse of
A=p!
Forexample,LaA- 12 -2 1
r 3 4 aﬂdB: § l
2172
then ag |12 2 1
343 _1
2 2
=[‘2+3 1-1
~6+6 3_2]
=10
01|54
Simi]arly,

Matrices 215

1
[
=

el

Tl
o

AB = BA:’Z
5121 Theorem:'IheinverseofamtrixA,isA":%TAif,ﬁ,mw- lar.
Proof:Weknowthat
A(Adj A) = (AdjAA=|A|1 0
whercIisaunitmatrixofsameordcrmofA.

- - A is non-singular, |A.| £0
Hence dividing equation (i) by |A I..we get
AAdjA) _ (AdiA), _, -
|A] |A]
2 AdiA
g IA]
. Theorem:'l‘hemverseofammxnsumque.. S
' Proof : lfpossible,letBandCbetwomofmesammmx
by definition of inverse 6

AB = BA] )

and AC = CA=]
From equaton 204 @8 _ capy = cap=18=8
ie. c=B

Hence, A" is unique. if|A|20.ie

..- =' o
- |A||B| @

Conversely let
Again let

then

217
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(123
lAl 149
= 1(18—12)—l(9—3)+ 1(4-2)
=6—6+2=2
'
|Al ¢ 0,hence A is exist.
2 3|, 18-12=6
Ay = ‘4 9‘
13]_._9-3)=-6
Al2=—ll 9’ (
12| _4-2=2
Ay = .1 a=*
| I
A21=_’4 9\“ (9 4)
11] g yo
Ap = ’1 9 =9-1=8

Azs:"i l‘:-(4—1)=—3

Ay = l; ;‘=3—2=1

11
A32 =—ll 3‘:—(3—]):—2

11
A33—‘l 2|=2-1=
6 -5 1
AdiA = |-6 )
2 -3 1
A—1=Ad[A
|A]
6 3
= = |
Ver S |
o o LS
2 2| =|-13
{ 2 =3 1}

Matrices 233

me;b\/d .

From equation (i), we get
. § 1
3 a5 2
4] z 2 6
vl =[-3 4 -1][14
Z
2] Y
L 2 2
[x] ( 18-35+18] [1
Y| =|-18456-36|=|2
2] i 6-21+18| |3
e r = 19’=2;z=3
Exonple 5.63. Solve the following system of equations by matrix
x+2y+7 =8
x=3y+2z =1
Ix+y-z =2

Sol. Given equations can be written in the matrix form as AX =B

=121 1 x 8]
where, A=[1-3 2[,x=|y|,B=|1
3 1-1 z 2

X=A"B
[A] = 13-2)-2-1-6)+1(1+9)
=1+14+10=25
[A| # 0, hence A™" will exist.
Now, Ay = ,'f _fl=3—2=1
1 2| o axi
B
T 25 3% 4=
Al3 = |3 1 -l+9—10
' 2 Als e e
Ay ="1 —1"'( 2-1)=3
RS | B
A22=l3 _1,— 1-3 4
A23 = "; f =’(l-6)=5
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1
Al= |12 3
1Al 149 ‘
= l(18—l2)—l(9—3)+](4_2)
= 6-6+2=2
|A] #0, henceA'1 is exist.
23M 12 19a6
Ap = '4 o| 21812

13 -
Ap = "1 9’=—(9—3)——6

12 /
A13= i ’=4-;/2-2

=-(9-4)=-5

2—3 1
A7 < AdjA
[A]
5
R 5
A‘l-l[g‘s 1 2
] S T R _
2 -3 g Snad
-3
2

— N |-

B | —

Matrices 233
From equation (i), we ge
P
y R
7 2
+ K
yYI=[(-3 4 -1(|14
Z
2] s 5,005 36
i 2 2
[x] [ 18-35+18] [1
Y| =|-18+56-36|=|2
_zJ i 6—21+18J 3
x=1y=22=3 Ans.
Exomple 5.63. Solve the following system of equations by matrix
metvd
x+2y+z =8
x=3y+2z =1
x+y-z =2

Sol. Given equations can be written in the matrix form as AX = B

12 1 x 3
where, A=|1-3 2/,X=|y[,B=|1
3 1-1 z 2

X=A"B i)
|A| = l(3-2)—2(-l-6)+l(1+9)
=1+14+10=25
|A] # 0, hence A™" will exist.
-3 2 *
NOW, A” = ' 1 _1,=3-2—1
1 2l s
Au:-)s_l’- (-1-6=7
{ 331" Vs
Al3 = ,3 1 =1+9=10
2 e n ne
A2,=_|l -ll' 2-1=3
} faf RS
A22 = ls "ll l 3
Apy = -lg f|=-(1-6)=5

i
W |
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" DL st
then Wi#l 2 1 =3:
[ =2 =1
~(0 10 -2
LO S -1
1 -2 =1
[A:B) ~|0 10 -2
LO 0 0
= Rankof [4:B) = 2and rank of A =2
Hence, the given system is consistent.

But number of unknowns = 3
Rank of [4 : B] = Rankof A<n

Hence the given system has infinite number of solution.

In this case, we shall assign arbitrary values to n - p(A) ie, 3-2=]
unknown and remaining two unknown shall be found in terms of these.

The given system can be put as

M -2 -1z 5
\0 10 —2}[{‘ - [— 6]
LO 0 0|z 0

= x-2y-

10y -

~

~ oR

b I — T B ¥}
8 =)

Now ket us choose

=

o
|
(=)
~
I
w

.’.

[
o

ad

that 10y =

6 Wy

5
1 -6 R—;R-l
. | :

-

is

11
1 =1 2|*
3. a7} =
2 -2 3|2
The augmented matrix
[A!B]:
Now,

o

Now

rank of [A : B] = 3andrankof A =3

= Rank of [A : B] = Rank of A = Number of unknowns
Therefore the given equations are consistent.
=> The system has a unique solution. At this stage system is matrix form

il
0" =2
0

Matrices 249
6
5
8
7
(1 11:6
1 -12:5
3 11:8
1$.-23 : 7
1 1 1 6 -
0=2 1: =i} .
0-2-2:-10 e
0.4, 1.5 -3 Ry— Ry-2R,
fr =gy 6
0-2 1:-1| RB->R-R
0 0-3:-9| R, >Ry
_0 o §=e IS
1 1 1: 6
0 -2 D - 5
0 0-;:-; "—""’3.’
0 0 0: O

R

-
el

(¥ Scanned with OKEN Scanner




276 Applied Mathematics (Second)

dt
I—ML_‘“ I:i_(b——T)
acos x+bsm X

= —'—_Ild’
2(b a)
log, t+¢

= 2(b— a)

1
2(b-a)

)
B
B
I

Gii) [ sin®xdx
= Isin4xsmxdx

= [ in 0 sin x s

E I(l - coszx)2 sin x dx

Let Cosx
~sinxdx = dt

Isinsxdx = 1(1_12)2(_‘#)

]
|
-
I
|
*
N
|
+
2]

log, (@ cos’x +b sinzx) +c

Ans,

Simple Integration 277
(x+1) (x + log, x°
(v) | ——2¥*0g, 0
et L)
Let x+log,x = ¢
1
(l +x)dx = dt
x+1
L dx = dt
(x+1) (x +log, x)
I‘Tedw = %I?dr
=1
“34*¢
A
= §+c
(,H-log,x)4
= T+c Ans.
~ EXERCISE 6.2
Integrate the following functions with respect to x :
1. /Gr) e*cose’ (ig a:zginx3
... sin (log,x)’ - sin (tan”' x)
gl) x o 144
esin'x
2 ® ® W=z
1 v sin X COS X
(i xX+\Nx & l+sin4x
2
x
3. () =2 (i) 6
l+x4 1+x l
log, x -
e ¢
~Adfi) x @) x\J]—(log‘x)! ?
10x +10"xog,10 ! ’
A" ) “f; ® e g
|
T A 8 (iv) (€F+a)" ¢ !
(iii) (e ;-l) € ) secsx'tanx |

5. (i) sin’xcosx
(iii) cot.x cosec’ x

(iv) @+3 sinx)* cos x

o e —
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(i) sin(tan” x)+c

-1 2.2
G i—(tan 1 +c
133 __l_ x4+l
12 @) —%cos‘x“c (ii) s l) @+be)" 14
13 @) —1cot3x+c (i) log [log (sec x + tan x)] + ¢

3

Simple Integration 281
1| cos5
=5[— Sx-(—cosx)]+c
=-ic 5x .
10 0S +§cosx+c Ans.

Example 6.18. Evaluate the JSollowing :

I
4 @ log— ohe

G - 2 cosdx e
e+ :

= S S I
15. () %sin ¥+c (i) zsm X +c

641 Trigonometrical Transformation : Sometimes an integration can be |

done easily by dividing an integrand into the sum or difference of two functiong,
This method is generally applied to find out the integral of trigonometric product.

ILLUSTRATIVE EXAMPLES

Example 6.17. Evaluate :
(i)._[sinjxdx (i) Isiancos.?xdx
Sol. (i) [ sin® x dx
We know that by trigonometry

sin3x = 3sinx-4sin’ x

3 s

or Slnx:z(3sxnx-sin3x)

. 3 1
Now Ism Xﬁ:szSinx—sin&t)dx

=%Isinxdx-%jsin3xdx

3 1
== (-cosx)— 1[_cos3x
4 X)4( _*3 +C

S
--stx+Loos3x+c Ans.
3 ’ 12
(i) Im2xms3xdx ’
Weknowdm
2sinAcos B = g

(A+B)+sin4-p
Now Imhcosltdx: :

1 ]
Ejzsm?-"rcosltdx
1 £

= 2[[&n5x+sin(_x)]dx

L
N ijsmsx‘l*-%fsinxdx

(i) ) cos 2x cos 4x cos 6x dx

(iii) I sin’ x cos® xdx

Sol. (i) I €0s 2x cos 4x cos 6ix dx

(ii) f sin® (2x +5) dx

(ii) [ sin® (2x+ 5) dx
() [ cos® 2¢ ax

1 @cos 2xcos 1) (2 cos 6 4
1] os 61+ cos 29 (2 cos 6x)
%I(2c0526x+2cos6xcoslx)dx

%j’[a +cos 12%) + (cos 8x + cos 4x)] dx

%J‘[cos 12x + cos 8x + cos 4x + 1] dx

l[smm sinsx+si:;4x+,]+c Ans.

sl 12 8

f%[l—cos[Z(Zh‘S)lld"
[ sinzx=';‘(1 —coslx):l

%I“ — cos (dx+ 10)] dx

1[x_gi_n_@:'+192]+c

_1, sade10) Am.
2

X 3
(iii) J‘ sin> x cos” X dx

]

'\
!
il
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(ii) If both the functions have standard result of integration they, tak 4 Simple Integration 395 |
that function as first whose differentiation vam:v»hes.. e = I x( 14 cos 2 "
(iii) If the differentiation of any functions is not zero, then we may (o 2
any function as first function. o 3 I X1 +
6.6.1  Trigonometrical Substitution in Integration by: Parts : Sometimeg th 2 €08 2x) dx
given integral is transformed by the proper tn'gonometqcal substitution before -1 [ I
doing the integration by parts. In such cases the application of formuylae of g Uxdes I ¥ 008 2¢ d)
integration by parts will ease the process of integration. ‘ xz
ILLUSTRATIVE EXAMPLES = UL [ (sin2e [1 e
Example 6.24. Integrate the following : 2|2 12| 2 dz}
i) [xeax i) [P sinxax = 1&
(iii) jxcoszxdx (iv) J.anogxdx i = Z-x2+13i“2x‘,[8h12xdx]
Sol. (i) | xe* dx 1 il
'[ } ®3 2+ xsin 25| - S8 2 s e
Let I = J.xex dx I L 2
& d | [
_xjexdx—j[aleexdx:ldx =%rz+xsin2t+%msz+c o
= xex—j[l.ex]dx | (iv)fj.x" log x dx
= 2e e | Let I=[{logxdx
=€ @-1)+¢ n+l n+l !
® [Ponsa - < s g
n+tl “xn+l
e I=[Penra | +1l P
= ——log k-
D oF . ‘ n+l n+l
_stmxdx-‘[l:dixxzjsinxdx]dx } x,“,ll -—l-xrn-l
= X =+l B asln+l
xzcmx)‘.[[h(-cosx)]dx ' St s 2 o
3% cosx+2jx°08xdx = n+l (u+l)z
E = ‘ he following :
Zcosx42|, —— (e Example 6.25. Evaluate the fo %y
X ) cosxdx|dx - e de
& ; Ix log, x dx (@) -[ 3
=~ cos x 3 Q e £
+2[x smx~j (Lsin x) d] { ' <
="‘200u+2 ) n 2dx (i) I de
B D 8in x - (- cog 9 (iii) | x" (log. X) (1 +x)
T TX COBx4 Py g
e 2x5in x 4 2 cog »
G J' -2(2“’2)008“"“2!:@; i Sol. (i)leog,xdt
11
/, XCO,S Id! LY Am- Let I=J.Ilogexdx |
s I= I 2 ' J’ 1 ﬁ dx .
X Cog xdx =log’x.-2—— x.2 1
‘
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_log(1-x)+ 7 loB(1+¥
Ewnﬂfﬁl Evaluate *
(i II”” o
@0 J—Sp" I
l+x+x +X
=i . . 5
Let (1+x)(l+x) 1+x

| = A(l+x2)+(Bx+C) (1+x)

Put x = - 1 in equation (ii),
1

A='2'

Now, equating the coefficients of like power of x in equation (ii), we get
1
A+B = 0=:%+B=0 = B=-
and A+C=1=C=1-A=1-
1 _ 1 (1-x)

)+tan'1x(+c

@ | ;34"_7

e+

B [ —

T lened)  20+3) 201 +x)

1 X

dx

21+x) 2(1 +x2) PRI

= &
1+91+2) 1+ 2 1

@ [
2"
3
Here x -1 :(x_l)(x2+x+l)
Let 1 _L Bx+C
o\}—l + -

x2+x+l
‘ 1 —A(x +x+1
Putx=1in €quation (i), we get

A=l
3

Put x =0 in equation (i), we get

B et A o ———

1 =
§|°8(1+x)+itan lx+4:—%log(l+.a:2)

)+(Bx+C)(x_1)

Ang,

(1+x) (144
i

(i)

Ans.

(i)

Simple Integration 311

1 =A- C=>C=1—l——§

Equating the coefficients of like powers of x, in equation (ii), we get
A+B = 0=B=- %

Putting the value of A, B and C in equation (i), we get
1 e 2 uet?)

A1 3= 3724541

dx 1 _ifix+2)
- dx
If—l I %=1 Ix2+x+l
=lI dx’__ E(2x+l)+5dx
3%x-1 3 xz+x+l
1 1
= Jlse-n-3. 7S La g o
PLrx+1 Lex+l
1 : dx
= alog(x-1)—glog(2:4:+‘l)—§J‘x2 1
+z+x+l—z
1 dx
= —log(x-1)- log(2x+1)—“ R, e
3 ! AV (BY
*T2] 7| 2

FL
2
1 -1

1 1 1
= —§log(x-l)—glog(2x+l)—i.m.m W
1 1 1 . 1 (@x+l
= —log(x-l)— Iog(2x+l)—T.Ian 3
-12x+1
= —log(x l)—-—log(x +x+l)—Ttan x—q—--*c Ans.
Example 6.32. Evaluate :

) cos x dx
() I(z T sin x) (2 +5in %) @ |

1+3€* +2e

2
sec” x dx
(iii) I(mmﬁ. 1) (tan x+2)
o [ cosxd L
Sol. (l)I (1 +sinx) (2 +sinx)
£ I_—’M‘?‘__
I (l+sinx)(2+smx)

Let
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AWUW
312 3 i _‘ﬁcosxﬁ.—.d‘

dt
1=lgman
Bmhnsmwl’"“"w

1
'I[lir _2_-0:;]&
=Il+r Izn

= log(l+0)- -log(2+1)
1+1¢
=\log(5—+—')+c
1+sinx
= hg(h-dnx]'u
W [—&

14365 +2e"
dx
Let pe————r=
J.1+3e“+2e2‘
and E = tafd=diodi=La
4
I:I-l\.é= dt
1+3:+zr2 t e+ 1) (1+20)

-I[‘ t+1 1+2:]

= log”lc’g(“"l)“‘.llog(l+2¢)+c

. 1 -hg('+h‘(¢'+l) 2|og(1+2¢t)+c
G f—Scsa
(n"x*l)(tan.uz)

bt I:I SOde‘

\
(tan x + 1) ('anx+2)

= t=sec xdpe g,
=141

1=Im¢=l[1~
“I Ta-[ 1

t+1%=10g1~log (14 1) 4 ¢

fanx+1 -
anx+2

.
1+11%

Ans.

Simple Integration 313
= log(tanx+ 1)~ log (tanx+2) +¢
lo'(umx+2)+c
EXERCISE 6.6
Evaluate the following functions :
3x dx dx
» 8 I(x 2)(x+1) @) Ixz ry
2
241 a X dx
2 o x(x 2-n s Ixz+7x+2
1 ’ x dx
3 JU. S i)
') Jl(x+1) (x—l) I(x 1) (x+2) —
3x+l
4. (ii)
% I l) (x+l) I -x+1
dx 1) dx
5. —_— (i) -K—J———
& I(x—l)(x2+4) I(x+l)(x +1)
6. ()I o ()J' 1)2(2+|)
dx .
) Isinx(3+2cosx) (“)I -
sin O cos 6 d® xdx
: S (u) W T T
i ()Iose cos -2 I a)(x bz)
. dx
iy Ix(l+logx)(3+logx) @) I s
Answers
1. () 2logx-2)+log(x+1)+¢c
(ii) log (x—3)—log(x—2)+¢
2. (@) log|=—%|+c
) LR -Txe27l0g (e I +S4log (xed) e
O s 0 § 1
3@ gloel it e Te
1 1
(i) = log (++2)+  log (r= D =gy ¢
g, x4l 8 ™ AN
. 4. (1) 's'logx_l ax-1) 2&_‘)2
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il +1)-ll°s("")'2(xl-l)+c
(ii) 2108(‘ 4

— 2 4 __l —l X
— - - l + — -—

1 2
(i) —log(x+1)+-2-log(x +1)+c¢

1 axel 1ol
6. (@) z]ogx-—:l’- tan x+¢C

1 1 2
(i) %log(x—l)-z(;—_-ﬁ-zlog(x +1)+c

1 2
_ __l_lalog(l —cosx)+5108(1 + €08 X) =¥ log (3 + 2 cos x)
(i) logé*-log (e = 1) -~ ] tc
&-
8 () -%log(cose-2)-%log (cosO+1)+c
o 1 P-d
(i) lo +
2Aa*- b9 B2
o 1
9. (@ 3 [log (1 +log x) —log (3 + log x)] + ¢
|
(i) - llog (€ +1)-log (" +3)) + ¢
6.8
T;I;Erg:::'}luocl: c()F THE FQRM_AND REDUCTION FORMULA
type but of lower dogres angn:aest;;sr ;10 given mtegral to another integral of same
The rleckion Soxmatin e s integrate is called the reduction formula.

parts. The diffi nerally developed by the method of i ion b
application of th;csu:tl;\e?;?l];:l:i?;eg e imition it l:;::gr;t;zwz
can be easily and directly imegraw: rmula, are reduced to a standard form which

tegration of sin” »

() In
n=2p+1, where p is some positi When n is Odd Positive Integer : Let

evaluated N, ve i
by the substitution of c«.)sx:rmteger then the above integral can be

n
oof xde = [ gy [ ot
=) sin” x sin x dx

= I(l'°°szx)’sinxdx
=Ja-2p 4
=~fa-fyy

This ln[ggral ¢ .
an be eas .
easily evalyateq by expanding (1 - A using

[where cos x =1]

binomia] theorem,

Simple Integration 315

() Integration of cos” x When n is Odd Positive Integer : Let
n=2p+1, where p is some positive integer then the above integral can be
evaluated by the substitution of sin x = 7.

[sin"xde = [co™* xde
= Icos"’x.cosxdt
= [ -siof cosxde=[ (1 -PF b

Now the integral can be evaluated by expanding (1 ~ Y with the help of
binomial theorem.

(i) Integration of sin™ x cos” x : Following three cases are possible :
Case 1. When m or n is an odd positive integer. If m is odd, then let
m=2p + 1, where p is some positive integer. Then for all values of n, we have

Isin"'xcos"xdx = Isinz’” Vs cos” x dx

= Isinz"xcos"x.sinxdx

[where sin x = 1]

= I(l —~ cos? x)f cos” x sin x dx

=fa-&rea

Now the integral can be evaluated by expanding (1 — P)P with the help of
binomial theorem. Hence when m is an odd positive integer then the integration of

sin™ x cos” x is evaluated by substituting cos x = L.

Similarly when n is odd positive integer then the above integral is
evaluated by substituting sin x=1. But when m and n both are odd pesitive
integers then the above integral can be evaluated by the substitution of cos x = £ Or
sinx=t.

Case II. When'm + n is a negative even integer.

Let m + n = — 2p, where p is some positive integer. In this case the given
integrand is converted in terms of tan x and sec x and then the given integral is

evaluated by substituting tan x = 7.

[where cos x=1]

om
) sin_ X m+n
fsm'"xcos"xdx = I———m cos™ " xdx
cos™ x

= Itan’"xcos'z”xdx

= J tan™ x . sec’P x dx

= Ilan'" xsec?? ™2 xsec? xdx
= If'(1+12)P"dz
evaluated by expanding (1 +2F ! with the

[where tan x =t}

Now the integral can be
help of binomial theorem.
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(Second)

hematics
Qs ula forfsln' x dx and I cos” x dv Simple Integration 317
eduction Form :
¢81 R = —fsin""xs'“xd" 80! 5 cos” e m—l ¥ i .
1 =IS“‘ xdx= : =~ Y Ism xcos"  “xdx i)
Let fn taking sin x as second function, we haye n4 1
Nowmtesfﬂ““gbypm 1) sin" ~ 2 x €08 X (= cos x sin” ~'xcos" 'x m-1(.m-2, _n .
! x(—cosx)'f(”" )si COS ) dy = ey + Isin xcos” x (1 = sin 2 %) dx
g W2 o1 o otrd
g xcosa+ (= D) [sin 77 x (1 sin” ) e g et gy
‘xcosx+(""1).[s'“ xdx - (n—l)fsm xd n+l ntl M=2M " pyq omA)
= Y m-1 sin™ ' xcos”* ' x m-1,
,n,-_..sin"xcosﬁ("-l)’n-z (n=DI, or l(mn) l+n+l - n+l *,H.] (m=2,n)
.n=-1 - =
or nl, = -sin"" xcosx+(n Dl -2 o g _sin™ Txeos"* 4 m-1, i)
l -1 "-l (M,’I) m+n m+n (ﬂ' 2, n)

o 1 i —gin xcosx+—_l(n-2) m i
mm » \ The reduction formula for I sin™ x cos” dx can be found in the following
Isin"xdx = —lsin"'lxcosx+£:—jsin"'2xdx i) : five forms :

" % (i) We may write
Sa—y 1 e Im, ny = J‘.cos""x(sin”' x cos x) dx (i)
I cos"xdx = ;“’5"— 'xsinx+ .[ cos” "% x (i) Now integrating by parts and proceeding as above, we get
. m#] -1
Equation (i) and (ii) are required reduction formula. 1 £ sin” " x cos” x -1, 2 (iV)
682 Reduction Formula for]tan"xdx ki b m+n
: (ii) Substituting m + 2 for m in equation (ii) and transposing, we get
_[.m"xdx=jmn"_2xtan2xdx sin™* ! xcos”* ' x m+n+2, )
=I ""2x (sec’ x— 1) dx fm,m = m+1 m+l] O*Em -
n-2 (iii) Substituting 7 + 2 for n in equation (iv) and transposing, we get :
=jtﬂn x sec xdx—jtan “2ydx , sin™* 'xcos” 'x m+n+2 :
1 = - + I(nl.n+2) L))
= tap" ! (m, n) n+1 n+l
or _[tanxdxz\x_'[l n-2 b
Similar] n-1 an” " xdx (iv) From equation (i), we have
— sin""lxcos"”x m—1 o
3 (Vi)
foofxar = o' 'x Ion,m = n+l * el -2
A -T I cot" % x dx (v) The following reduction formula s obtained just after the integrating
n-2 by parts in the deduction of equation (iv)
Isecnxdx=m+ -2 e sin™* ! xcos" ' x n-1,
J‘ n—1 n—l-[sec x dx l(m‘n) = FE m+1 (m+2,n-2)
cosec” xdx = 208" 2xooy ILLUSTRATIVE EXAMPLES
683  Reducti ?’\n ?I cosec” ™% x dx Example 6.33. Evaluate the following : g
ednctlonl?('l'mulaf.),-‘[ﬁmmx‘m,,xd:t (i) Icos3xdx (ii) Isin 3x dx
“ ; .54
I("l.n) = Isinmstﬂxdx_ e (iii) Isi”4xcos3xdx (iv) Ism xcos xdx i
n+1 “.[s"‘ x cos” x sin x dx
=sig"~ 1, _oos\]_J,(m i . Sol. (1)Icos xdx
R 0 =
n+] 1) sin xoosx(_cn(’s_’._l_ﬁde Icos xdx = Icos X, cosxdy
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tied matics (Second)
p- o /2 2By o sin 23

Complementary function (CF) = e
f(D) = D'+ D+ 1andf(=1)#0

X
e

Particular integral (P-1) = ~ 5777

1 -x
PR )
0P +ED+T

-X
=@
Hence, solution of the given equation is
y = CE.+PL &
y= e"/z[c,cosjz—s_x+czsln-§3- ]+e“' Ans,

Example 7.31. Solve the following differential equations :

(ii) £2%+4Q+3y=e"3"r
dx

(i) (D*-3D+2y=¢" e

Sol (i) (D*-3D+2)y =¢€"

Aucxiliary equation is
m2—3m+2 =0
(m=-1)(m-2) = 0
m=12
Complementary function (CF.) = c,e" + czezx
Here, f(D) = D*-3D+2andf(1) =0, where a = 1
Particular integral (P1) = — 1 »
D’-3p+2
— \l ex
(D-1)(D-2)
We know that, Py 1 ax X ar
Jdo= P =—
Here 0-af o) “ig@ ¢ ¥
and1 (D-a):D—l=a=l,n=1
¥D) = D-2=¢(1)=1-22_ 120
Now Pl = *
O-Hp=2¢
e
ST =D e
PL = -
Hence, the general solptiou is
Yy=CF.+p]

2.

3

Formation of Differential Equation 415
y '0{-’@,"-,{ o
(ﬂ) 2'21.',4%4,3), - e—?x
- D -
Auxiliary eql(mﬁ::if 2 el
mz+4ﬂ'l+3 =0 2
(m+1)(m+3) = 0
m = -11-3

Complemenlaryfuncﬁon(c.l".) =cie’+ cze’* !
f(D) = D’+4D+3=(D+1)(D+3)ﬂa=--3
@ =f-3)=(-3+1)(-3+3)=0

Particular integral (P, 1) = e

+4D +3

= -—l___ ~3
DO+1)D+3)°

Complete solution of given equationis
~ y=CF.+PL

Solve the following diff
2 RO

(i) ;§+y=e=‘ 22 nin o

« B -
@ 3'31‘!
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of | 1APLACE TRAN SFORMATION

CHAPTER

8.1 mll):)cf?g;omaﬁon is an important operational method for
e Lap

tial equations, ordinary differenti2_11 equat_ions as well ag
fferen rmation reduces an ordinary differential equation intq
es care of the initial conditions thug
I solution and then of obtaining

—

solving linear di o
;al. The Laplace trans .
znar:lgebraic equation. Furthermore, it tak

avoiding the need of first determining the genera
the particular solution from it.

8.2  DEFINITION
Let F(r) be a function of ¢ defined for all r20. The Laplace

ransformation of F{7), denoted by L {F(} and defined by

LiF0)} = I: & F(i) dr=£(s)

provided that the integral exists and s is a parameter which may be real or
complex. It indicates that f(s) is a result of certain operation performed on the
given function F(r). In fact f (s) is the product with respect to ¢ from O to oo,

It may be seen that

z n
I e Fi)dt = lim | ¢ F(1) dr
0 n—e 0

and the limit may exist only for some speci
imit : pecific values of s. The Laplace
transform of F(r) is said to exist only for these values of s. ;

83 LAPLACE TRANSFORM OF ELEMENTARY FUNCTIONS

Using the definitj
functions - trition, we find the Laplace transformation of some simple
@) L) = 1
s
L(l) = 1 e‘st dt
0
= [Q:lw 111"
=¥, B e [E}
| 0
=-70-11
Hence | s
Ly =1
s
(440)
;,

[ﬂplaceTmnwm 447

(i) Llr} < Lot1)

Lif]

Therefore L [{'}

St yifs>0andn> - |

- Iwe~1'fd’=fm‘.x'(§Jn%.sr=x

0 0

1 J’”e—xxn-bl-ldx_r!n'#ll i
St - St
Ifs>0andn+1>0
If n be a positive integer, then Fn+1)=n!

n!l .
s’l—+l,1fs>0andnbeaposiﬁveimeger

(iii) L[ea‘} - L,ifs>a
s—a
Lie" = T ot [ -ar
[ J.o e e dt Io e dt
[t -
"l s—a o
LT
T s-a Ss—ar L .
-1 1
- (s—a)(o-l)—s-a
1
ST 3G
s : a
iv Licosat} = ,Lisinat}=
() l } 32+02 [ ‘"} 32+¢2
3
We know that L[e’”} = ;:—a.lfs>0
w) 1 . shia
e = g G—ia) (s+ia)
_ Stia _ s . ®
Fid Prd Ped
or L{cosat+isinat} =-2—s—-i*i—z;—‘—§
s“+a s +a

[ e®=cos®+isin@]

or L [cosar}+iL [sin af} =§L7“}{’:‘

2l
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